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What is this object? [Click]

Describe this scene.

3D Dialogue
Can you please move the picture 
on the wall?

I have arrived at the picture on 
the wall near the couch. What would 
you like me to do with it?

Can you move it to the other 
wall, near the table?

Sure! I have moved the picture to the 
other wall near the table. Is there 
anything else you need me to do?

Scene Description

3D Dense Caption

Couch

Plant

Plant

ottoman

Picture
This is a light brown couch, it is 
situated between two gray ottomans. 
It is under a big painting. The 
painting is gray, yellow and brown.

3D QA

What is behind the ottoman, that 
is next to the love seat?

Table is located behind ottoman 
that is next to love seat

What is behind the ottoman, that 
is next to the love seat? [Click]

Trash Can

The couch is located 
at <obj>229, 142, 30, 
38, 63, 53</obj>.

The room contains various couches 
and armchairs, providing comfortable 
seating options. Additionally, there 
are plants placed in different areas 
of the room, adding a touch of 
greenery. Lastly, a picture is hung 
on one of the walls.

Armchair

Figure 1. We propose LL3DA, a Large Language 3D Assistant that demonstrates mighty instruction-following capacities of un-
derstanding, reasoning, and planning in complex 3D environments. LL3DA takes both the textual instructions and potential visual
interactions into consideration to help remove ambiguities when addressing various tasks in diverse 3D scenes.

Abstract

Recent advances in Large Multimodal Models (LMM)
have made it possible for various applications in human-
machine interactions. However, developing LMMs that
can comprehend, reason, and plan in complex and diverse
3D environments remains a challenging topic, especially
considering the demand for understanding permutation-
invariant point cloud 3D representations of the 3D scene.
Existing works seek help from multi-view images, and
project 2D features to 3D space as 3D scene representa-
tions. This, however, leads to huge computational over-
head and performance degradation. In this paper, we
present LL3DA, a Large Language 3D Assistant that takes
point cloud as direct input and respond to both textual-

instructions and visual-prompts. This help LMMs better
comprehend human interactions and further help to remove
the ambiguities in cluttered 3D scenes. Experiments show
that LL3DA achieves remarkable results, and surpasses var-
ious 3D vision-language models on both 3D Dense Cap-
tioning and 3D Question Answering.

1. Introduction
The recent surge in Large Language Model (LLM) fam-

ilies [13, 27, 41, 49, 58] opens up great opportunities for
solving various machine learning tasks in a generalized way
[16, 28, 32, 34]. During this LLM carnival, researchers are
also seeking generalized LLM solutions to various vision
language tasks [16, 54, 59]. Among these, LLM-based 3D
scene understanding is a valuable topic that would benefit
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the development of autonomous driving [8, 22] and embod-
ied AI agents [20, 47]. However, it is also challenging given
1) the diversity and complication of 3D environments and 2)
the demands for understanding sparse 3D points.

Prior works have made initial success addressing vari-
ous 3D vision and language tasks. The mainstream of re-
searches build 3D specialists aiming at solving one specific
down-stream task, including 3D Question Answering (3D-
QA) [2, 37], 3D Visual Grounding (3D-VG) [6, 52], and
3D Dense Captioning (3D-DC) [9, 11]. Meanwhile, other
works [4, 12, 30, 65] study the mutual promotion of differ-
ent 3D vision and language tasks with shared structure mod-
elling relations among objects. Recently, researchers have
also introduced LLMs for general purpose 3D understand-
ing, where Point-Bind and Point-LLMs [23, 54] mainly fo-
cus on the understanding of 3D objects. Concurrently, 3D-
LLM [26] proposes an LLM-driven solution that aggregates
multi-view features for 3D features, presenting mighty ca-
pacities a machine could understand various 3D object and
scenes, and follow textual instructions produced by human.

Though these methods have achieved remarkable suc-
cess addressing different challenges in understanding 3D
worlds with natural language, there are certain limitations.
With limited supervision, 3D specialists could hardly scale-
up for better performance, while the joint pre-training still
requires separate heads for specific tasks. Extracting mutli-
view features results in huge computational overhead, and
ignores the essential geometry properties. Additionally,
plain texts often lead to ambiguities especially in cluttered
and complex 3D environments.

To address the above issues, we propose the LL3DA, a
Large Language 3D Assistant that could respond to both
textual and visual interactions from human, and understand,
reason, and plan in complex 3D environments (Fig. 1). We
adopt a multi-modal transformer that aggregates informa-
tion from textual instructions, visual prompts, and 3D scene
into a fixed length of learnable querying tokens via the at-
tention mechanism. The querying tokens are projected and
used as the prefix of the textual instructions, serving as the
input to a pre-trained and frozen LLM. This design not only
helps to address the contradiction between the permutation-
invariant 3D scene embeddings with the LLM embedding
space, but also extracts interaction-aware 3D scene embed-
dings for efficient instruction following.

We conduct extensive experiments to explore the capac-
ities of LLMs in understanding, reasoning, and planning
within complex and diverse 3D environments. Our model
achieves state-of-the-art results on two widely used datasets
for 3D Dense Captioning [1, 6], and 3D Question Answer-
ing [2]. Additionally, by introducing additional visual inter-
actions, our method could further remove the ambiguities
within the vague textual instructions.

To summarize, our key contributions lie in:

• We present a LLM-based solution for understanding, rea-
soning, and planning in complex 3D environments.

• Our model takes both the textual instructions and visual
interactions as inputs, and extracts interaction-aware fea-
tures for effective instruction-following.

• Extensive experiments show that our method surpasses
various state-of-the-art 3D vision language models.

2. Related Work

3D Vision and Language alignment, pre-training, and un-
derstanding [6, 19, 65] covers a bunch of tasks requiring
a model to adopt its understanding towards a complex 3D
scene answering to, or answering with natural language.
Among those, 3D Dense Captioning (3D-DC) [9, 11, 51]
expects a model to translate an input 3D scene into a set
of instance coordinates and natural language descriptions.
Existing methods could be categorized into “detect-then-
describe” models [4, 11, 51] and the “set-to-set” prediction
approaches [9, 10]. The former builds explicit relations on
the instance coordinate predictions, while the latter direct
learns the location and description of instances from the in-
put 3D scene. 3D Visual Grounding (3D-VG) [1, 6, 52] de-
mands a model to respond the natural language queries with
the instance coordinates in the 3D scene. The mainstream
of existing methods [4, 60, 65] address 3D-VG via selecting
a candidate from a 3D detector’s prediction. 3D Question
Answering (3D-QA) [2, 37, 56, 61] requires a model to an-
swer the questions with natural language based on the input
3D scene. The majority of existing methods [2, 17, 43] di-
rectly select the desired response from a given answer set.
Researchers have also studied the mutual promotion of vari-
ous 3D vision language tasks via training their shareable ar-
chitectures simultaneously on different tasks [4, 12, 30, 65].
UniT3D [12] and 3DJCG [4] focus on the joint promo-
tion between 3D-DC and 3D-VG in the relation modelling,
while 3D-VLP [30] further includes 3D-QA. Recently, 3D-
LLM [26] introduce a family of LLM-driven 3D general-
ists that could handle diverse textual instructions with the
reconstructed 3D feature from multi-view images [25]. In
this paper, we present LL3DA, an LLM solution that di-
rectly extracts features from the 3D scene, and could handle
both visual prompts and textual instructions to diversify the
possible interactions human could make with the complex
3D environment.

Large Multimodal Models (LMM). Along with the rapid
development of Large Language Models (LLM) [14, 58],
researchers have made great recent efforts adapting LLMs
to visual understanding and reasoning tasks [53, 57]. Some
project or compress global image features as prefix for in-
struction following [32, 34, 55, 64], while others extract
ROI features as LLM tokens for region-oriented instruction
reasoning [5, 59]. Meanwhile, InstructBLIP [16] proposes
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Figure 2. Overview of the Proposed Approach. (a) The overall pipeline of our proposed LL3DA first extracts interaction-aware 3D scene
embeddings, which are later projected to the prefix of textual instructions as the input of a frozen LLM. (b) The detailed design of the
Interactor3D, which aggregates visual prompts, textual instructions, and 3D scene embeddings into a fixed length querying tokens. (c) The
prompt encoder encodes the user clicks and box coordinates with the positional embeddings and ROI features, respectively.

to extract textual instruction-aware visual features, and has
achieved remarkable success addressing complex and un-
seen instructions. Concurrently, researchers have also made
great attempts solving various 3D tasks using LLMs. No-
tably, [23, 36, 54, 63] demonstrate remarkable success in
understanding and reasoning about 3D objects. In this pa-
per, we present an LLM-driven solution that could handle
both interactions in forms of visual prompts and textual
instructions, and propose to extract interaction-aware 3D
scene representations for better instruction following.

3. Methodology
To build a general purpose agent that could handle both vi-
sual and textual interactions in complex 3D environments,
we propose LL3DA, an LLM driven auto-regressive ap-
proach to 3D vision language tasks. In this section, we first
introduce the problem formatting in Sec. 3.1. Next, we in-
troduce our model design in details (Sec. 3.2).

3.1. Problem Formatting

Model I/O. As shown in Fig. 2 (a), the input of our model
consists of a 3D scene represented by a set of points PC, the
textual instruction It, and potential visual interactions Iv
that serve as supplementary spatial identifiers. Here, point
cloud PC = [pin, fin] ∈ RN×(3+F ), where pin ∈ RN×3

and fin ∈ RN×F are the point coordinates and the addi-
tional point features, including color, normal, and height.
The output of our model is free-form natural language, part
of whom could be interpreted into 3D coordinates.
Instruction Formatting. Following existing LMMs [54],
we begin the textual instructions It with the “### human:”

identifier, and ask the model to generate responses after the
“### assistant:” identifier. This endows the model with the
ability to distinguish information from the context, and fur-
ther engage in multi-turn conversations.

Coordinate Representations. To provide LLMs with the
capacity to perceive and respond with 3D coordinates, we
convert the 3D points and 3D bounding boxes to plain
texts. Specifically, a point is represented by “<loc>x, y,
z</loc>”, and a bounding box is represented by its center
point and size, i.e. “<obj>cx, cy , cz , w, h, l</obj>”. Here,
all the numerical data is discretized into unsigned integers
within a range of [0, 255] with respect to the boundary of
the input 3D scene. This design could naturally fit in the
vocabulary of existing pre-trained LLMs [49, 58]. Without
introducing any additional learnable tokens, we could save
the effort of tuning the whole LLM.

3.2. Model Design

As shown in Fig. 2 (a), our model first aggregates a fixed-
length scene embeddings through the Interactor3D, which
takes the visual prompts, the textual instructions, and the
3D scene as input. Next, the aggregated scene embeddings
are projected to the prefix of textual instructions as inputs
of a frozen LLM. The detailed design of Interactor3D is
shown in Fig. 2 (b), which consists of a frozen 3D scene
encoder E3D, a visual prompt encoder, and a Q-Former to
transform the permutation-invariant 3D embeddings into a
fixed-length interaction-aware scene embedding, serving as
the prefix of the LLM’s input.

Scene Encoder. We adopt the masked transformer encoder
pre-trained on ScanNet detection [9] as the scene encoder,
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E3D, which takes PC as its input, and outputs the 3D scene
embeddings:

fenc = E3D (PC) = E3D (pin; fin) ∈ RM×d. (1)

Here, fenc consists of d-dimensioned features for M points
uniformly down-sampled from the input 3D scene through
the Farthest Point Sampling (FPS) algorithm. In practice,
we choose to keep the scene encoder frozen to save the
memory cost during training.

Visual Prompt Encoder. We mainly take two common
types of visual interactions into consideration, user clicks
and 3D box annotations [31]. Each user click is first normal-
ized within a range of [0, 1] by the size of the input 3D scene
pclick ∈ R3. Then, we encode pclick with the 3D Fourier po-
sitional embeddings [48] function:

pos (pclick) = [sin (2πpclick ·B) ; cos (2πpclick ·B)] . (2)

Here, B ∈ R3×(d/2) is a learnable matrix. The box annota-
tion is represented by the ROI feature fbox ∈ Rd extracted
by a pre-trained 3D object detector [9]. The two types of the
visual prompts are then projected with separate and identi-
cal Feed Forward Networks (FFN).

fclick = FFNclick (pos (pclick))

fbox = FFNbox (fbox)
(3)

In practice, we represent each visual prompt with 8 tokens.

Multi-Modal Transformer(MMT) serves as a role to 1)
address the contradiction between permutation-invariant 3D
scene embeddings and the position-sensitive causal LLMs,
2) bridge the gap between frozen unimodal experts, and 3)
fill the needs for interaction-aware feature extraction. In-
spired by the Q-Former architecture [16, 32], MMT aggre-
gates the visual information within a fixed number of 32
learnable querying tokens. In each layer, the queries interact
with the encoded visual prompts [fclick; fbox] and the textual
instructions It through a shared self-attention. Then, we al-
low the learnable querying tokens and the visual prompts to
interact with the task-agnostic 3D scene embeddings fenc
via cross-attention. The output of MMT is 32 queries noted
as Q ∈ R32×768, and are finally projected to the embedding
space of LLM with a simple linear projector. In practice,
we notice that initializing Q-Former with pre-trained BERT
[18, 32] weights will lead to repetitive outputs, thus we only
choose to initialize the pre-trained word and position em-
beddings from BERT.

LLM. We consider the decoder-only generative pre-trained
transformers [49, 58] as our large language model back-
bone, which are sensitive to the input orders because of the
position embeddings, and the causal attention mask. The
parameters and the embedding layers of the LLM are kept

frozen to save memory cost. During inference, we generate
the responses via searching for the response s∗ that satisfies:

s∗ = argmax
s

P (s|PC, It, Iv) . (4)

In practice, we use beam search with a beam size of 4.

4. Multi-modal Instruction Tuning
A general purpose agent is meant to deal with various tasks
in complex 3D scenes. Apart from introducing proper train-
ing data, it is important to direct the model to generate the
desired outputs. Thus, Sec. 4.1 will first introduce how we
identify each task. After that, Sec. 4.2 will present details
for training objective.

4.1. Tasks and Instructions.

All the following tasks will be modelled as auto-regressive
generation after the “### assistant:” identifier.
3D Dense Captioning requires the localization and descrip-
tion of instances in diverse 3D environments. We adopt ei-
ther user clicks and box annotations as the visual prompt to
identify the object to be described. Additionally, we design
two types of textual instructions that ask the model to ei-
ther “describe” or “describe and localize” the object, which
diversifies the tasks, and leads to better performance.
3D Question Answering requires the model to generate re-
sponse to the questions based on the global knowledge of a
3D scene. To help the model better understand the 3D en-
vironment, we also design two types of textual instructions
that ask the model to either “answer” or “answer and local-
ize the related objects”. The latter serves as an auxiliary task
widely adopted in various 3D-QA methods [2, 43]. To di-
versify the tasks during training, we randomly adopt visual
prompts to the objects mentioned in the questions.
Scene Description requires the model to translate its global
knowledge of the 3D scene into natural languages, thus we
simply ask the “describe” this 3D scene.
Embodied Conversation and Planning could be treated
as multi-turn conversation, which we use the “### human:”
and “### assistant:” identifier to distinguish the source of
information as introduced in Sec. 3.1.

4.2. Instruction Following Tuning

During training, for tasks that requires additional visual in-
teractions, i.e. 3D-DC and 3D-QA, we randomly select the
user clicks and box annotations.
Training Objective. Our training objective is to optimize
the trainable parameters θ, so that the likelihood of the tar-
get response sequence s is maximized given the input point
cloud PC, and the interactions Iv and It:

θ∗ = argmax
θ

P (s|PC; Iv; It; θ) . (5)
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In practice, this is accomplished by adopting the token-wise
cross-entropy loss that trains the model to predict the ith
token s[i] given the previous (i− 1) tokens, s[1,··· ,i−1].

L (θ) = −
|s|∑
i=1

logP
(
s[i]|PC; Iv; It; θ; s[1,··· ,i−1]

)
. (6)

Here, |s| is the number of tokens in the desired response.

5. Experiments
To examine the capacity of our proposed model, we pro-
vide numerous evaluations. To begin with, we introduce
the datasets, metrics, and implementation details (Sec. 5.1).
Then, we compare our model’s capacity of understanding
and reasoning in complex 3D environments with previous
3D specialists on 3D Dense Captioning and 3D Question
Answering (Sec. 5.2), and conduct quantitative ablation
studies on the model design and training strategy (Sec. 5.3).
Finally, Sec. 5.4 showcases several qualitative results.

5.1. Datasets, Metrics and Implementation Details

Datasets. In this paper, we experiment with 3D data from
ScanNet [15], a 3D dataset covering 1,201 and 312 diverse
and complex indoor 3D scenes for training and validation.
The language annotations used in this study are sourced
from ScanRefer [6], Nr3D [1], ScanQA [2], and the Scan-
Net subset of 3D-LLM [26]. This combination covers a
variety of tasks, including instance and scene descriptions,
conversations, embodied planning and question answering.
Please refer to the supplementary materials for more details
on the statistics of data.
Metrics. Here, we adopt C, B-4, M, R as abbreviations for
CiDEr [50], BLEU-4 [42], METEOR [3], and Rouge-L [33]
to evaluate the quality of the generated textual responses.
Implementation Details. Following previous works on 3D
vision language tasks [9, 11], we randomly sample 40k
points from each 3D scene as the 3D input. We adopt the
pre-trained OPT-1.3B [58] as our causal LLM backbone,
which is frozen and loaded in float16 to save memory cost.
We adopt the AdamW [35] optimizer with a weight decay
of 0.1 and a learning rate decaying from 10−4 to 10−6 with
a cosine annealing scheduler for about 100k iterations. For
all the training tasks, we train with a total batch size of 16,
and evaluate our method every 4k iterations. Each train-
ing process consumes no more than eight Nvidia RTX3090
(24G) GPUs within a day.

5.2. Comparison with SoTA Specialists

We evaluate the model’s capacity to understand and rea-
son in 3D environments via 3D-DC and 3D-QA. For each
evaluation task, we fine-tune the trainable parameters in our
model on each task for ∼30k iterations.

3D Dense Captioning demands a model to localize and de-
scribe any instance in a 3D scene. We benchmarks state-
of-the-art methods on the widely-used ScanRefer [6] and
Nr3D [1] dataset in Tab. 1 under the m@kIoU metric [11].
Here, m ∈ {C, B-4, M, R}, and the m score of a caption
is set to 0 if the IoU between the predicted box and the
object is less than the given threshold k. Following exist-
ing works [9, 11], we consider C@0.25 and C@0.5 as the
main metric for ScanRefer, and C@0.5 for Nr3D. Among
the listed methods, UniT3D [12], 3DJCG [4], and 3D-VLP
[30] are pre-trained on multiple 3D vision and language
tasks annotated on ScanNet scenes. Additionally, UniT3D
[12] adopts off-the-shelf image caption models [40] and
multi-view images to generate additional instance-captions
for pre-training. It is worth mentioning that the results of
3D-VisTA [65] come from their reported version that is not
trained on additional 3D scenes. To evaluate our model, we
adopt the box predictions produced by Vote2Cap-DETR [9]
as the visual prompt. Results show that our method con-
sistently outperforms existing methods on all both datasets.
For example, our method achieves 65.19% C@0.5 on Scan-
Refer and 51.18% C@0.5 on Nr3D, which is (+3.38% and
+7.34%) higher than the current state-of-the-art 3D vision
and language model, Vote2Cap-DETR.
3D Question Answering requires a model to generate re-
sponses to the natural language queries questioning towards
an 3D scene. We benchmark state-of-the-art methods on
the ScanQA [2] validation set as well as two test bench-
marks in Tab. 2, and consider CiDEr as the main metric.
The majority of the listed methods are based on classifica-
tion (marked “CLS”), i.e., selecting responses from a pre-
defined answer set. Meanwhile, 3D-LLM [26] tries to ad-
dress 3D-QA via generating texts (marked “GEN”), and we
list their fine-tuned version for comparison. Results show
that our method consistently outperforms existing meth-
ods on all the evaluation sets, and surpasses the generation
based method, 3D-LLM, by a large margin (+7.39% CiDEr
score on the validation set).

5.3. Ablation Studies

In this section, we provide ablation studies on model de-
signs and training strategies. We evaluate on ScanRefer and
ScanQA to quantize the effectiveness.
Effectiveness of the Q-Former Design. We list two ways
of utilizing visual prompts in Fig. 3, where (a) is our pro-
posed method that adopts a unified transformer that aggre-
gates information from both the textual instructions and
visual prompts, and (b) is the “direct injection” version,
which only extract instruction-aware 3D feature with visual
prompts concatenated after the scene embeddings. We train
both models from scratch and evaluate their performance on
ScanRefer 3D Dense Captioning. The results (Fig. 3) show
that the method we use (Fig. 3 (a)) could better capture fea-
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Table 1. Quantitative Comparisons for 3D Dense Captioning on ScanRefer[6] and Nr3D[1]. For fair comparison, we list methods that
are trained under the standard per-word cross-entropy loss without additional 3D scenes. We use the box estimations from Vote2Cap-DETR
to simulate the box annotations as the visual prompts. Our proposed LL3DA surpasses previous 3D specialists on both datasets.

Method ScanRefer Nr3D
C@0.25↑ B-4@0.25↑ M@0.25↑ R@0.25↑ C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑ C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑

Scan2Cap[11] 56.82 34.18 26.29 55.27 39.08 23.32 21.97 44.78 27.47 17.24 21.80 49.06
MORE[29] 62.91 36.25 26.75 56.33 40.94 22.93 21.66 44.42 - - - -

SpaCap3D[51] - - - - 44.02 25.26 22.33 45.36 33.71 19.92 22.61 50.50
REMAN[38] 62.01 36.37 26.76 56.25 45.00 26.31 22.67 46.96 34.81 20.37 23.01 50.99

D3Net[7] - - - - 46.07 30.29 24.35 51.67 33.85 20.70 23.13 53.38
Contextual[62] - - - - 46.11 25.47 22.64 45.96 35.26 20.42 22.77 50.78

UniT3D[12] - - - - 46.69 27.22 21.91 45.98 - - - -
3DJCG[4] 64.70 40.17 27.66 59.23 49.48 31.03 24.22 50.80 38.06 22.82 23.77 52.99

3D-VLP[30] 70.73 41.03 28.14 59.72 54.94 32.31 24.83 51.51 - - - -
3D-VisTA∗[65] - - - - 61.60 34.10 26.80 55.00 - - - -

Vote2Cap-DETR[9] 71.45 39.34 28.25 59.33 61.81 34.46 26.22 54.40 43.84 26.68 25.41 54.43
LL3DA (Ours) 74.17 41.41 27.76 59.53 65.19 36.79 25.97 55.06 51.18 28.75 25.91 56.61

Table 2. Quantitative Comparisons for 3D Question Answering on ScanQA[2]. We categorize previous works into classification based
(“CLS”) and generation based (“GEN”) methods. The results from 3D-LLM∗ come from their fine-tuned version. LL3DA out-performs
previous methods on the validation set and two test sets.

Method Answer
Type

Validation Test w/ object Test w/o object
C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑

ScanQA[2]

CLS

64.86 10.08 13.14 33.33 67.29 12.04 13.55 34.34 60.24 10.75 12.59 31.09
Clip-Guided[43] - - - - 69.53 14.64 13.94 35.15 62.83 11.73 13.28 32.41
Multi-CLIP[17] - - - - 68.70 12.65 13.97 35.46 63.20 12.87 13.36 32.61

3D-VLP[30] 66.97 11.15 13.53 34.51 70.18 11.23 14.16 35.97 63.40 15.84 13.13 31.79
3D-VisTA[65] - - - - 68.60 10.50 13.80 35.50 55.70 8.70 11.69 29.60
3D-LLM∗[26] GEN 69.40 12.00 14.50 35.70 69.60 11.60 14.90 35.30 - - - -
LL3DA (Ours) 76.79 13.53 15.88 37.31 78.16 13.97 16.38 38.15 70.29 12.19 14.85 35.17
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Figure 3. Different Ways of Encoding Visual Prompts. We
listed two ways of encoding visual prompts, (a) adopting a unified
transformer to aggregate features from all kinds of interactions,
and (b) directly concatenate the visual prompts to the scene em-
beddings. Experiments (Tab. 3) show that early fusion(a) leads to
a better performance.

ture related to the visual prompts, leading to better instance
caption generation performance (+3.45% C@0.5).

Table 3. Effectiveness of Q-Former Design on ScanRefer[6].
We design two different ways of utilizing visual prompts. The
“early fusion” enables direct interaction with the 3D scene, thus it
achieves a better performance.

Visual Prompt C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑
direct 59.39 33.27 25.19 53.39
ours 62.84 35.81 25.81 54.45

Instructions as Auxiliary Tasks for 3D Dense Caption-
ing. We have introduced two types of textual instructions in
Sec. 4.1 for 3D-DC, i.e. the “describe” only instructions and
“detect and localize” instructions. Additionally, we have in-
troduced two types of visual prompts (Fig. 2 & Sec. 4.2). In
this study, we show how they serve as auxiliary tasks for
3D-DC by evaluating on ScanRefer in Tab. 4. All the meth-
ods listed are trained from scratch. In Tab. 4, “Aux.Loc”
identifies whether we train the model with the “detect and
localize” instructions, and “Clicks” identifies whether we
train the model with clicks as additional visual prompts. Re-
sults show that either way can serve as good auxiliary tasks
for 3D Dense Captioning.

Table 4. Effectiveness of Instructions as 3D Dense Captioning
Auxiliary Tasks. We train the models from scratch and evaluate
on ScanRefer[6]. “Aux.Loc” identifies whether we train with the
“describe and localize” instructions. “Clicks” identifies whether
we train with clicks as additional visual prompts.

Aux.Loc Clicks C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑
- - 60.85 34.09 25.53 53.48
✓ - 61.81 34.15 25.49 53.83
- ✓ 62.20 34.26 25.67 53.87
✓ ✓ 62.84 35.81 25.81 54.45

Instructions as Auxiliary Tasks for 3D Question Answer-
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Table 5. Evaluation as a Generalist. The first three rows list the performance of models trained from scratch as experts on each dataset.
The results in the following three rows belong to the model fine-tuned from the generalist weights. The last row evaluates the model trained
as a generalist. ScanRefer[6] and Nr3D[1] are used to evaluate the dense captioning performance, and ScanQA[2] is used to evaluate
the question answering performance. Serving as a generalist, our method can differentiate each task, and produce strong results based on
textual instructions and visual prompts.

Method ScanRefer Nr3D ScanQA
C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑ C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑ C↑ B-4 ↑ M↑ R↑

ScanRefer(scratch) 62.84 35.81 25.81 54.45 - - - - - - - -
Nr3D(scratch) - - - - 44.95 27.67 25.67 55.79 - - - -

ScanQA(scratch) - - - - - - - - 74.80 13.68 15.40 36.25
ScanRefer(fine-tuned) 65.19 36.79 25.97 55.06 - - - - - - - -

Nr3D(fine-tuned) - - - - 51.18 28.75 25.91 56.61 - - - -
ScanQA(fine-tuned) - - - - - - - - 76.79 13.53 15.88 37.31

w/o fine-tuning 62.98 35.97 25.66 54.65 23.94 13.37 22.31 45.78 75.67 13.33 15.37 37.02

Table 6. Effectiveness of Interactions as 3D Question Answer-
ing Auxiliary Tasks. We train the model from scratch and eval-
uate all the models from scratch on ScanQA[2] validation set.
“Aux.Loc” identifies whether we train with the “answer and lo-
calize” instructions, and “Visual Prompts” identifies whether we
train with visual prompts.

Aux.Loc Visual Prompts CiDEr↑ BLEU-4↑ METEOR↑ Rouge-L↑
- - 67.85 11.87 13.96 33.87
✓ - 72.73 13.27 14.90 35.87
- ✓ 68.09 12.59 14.20 33.71
✓ ✓ 74.80 13.68 15.40 36.25

ing. We have made similar study on the effectiveness of
treating “answer and localize” instructions and additional
visual prompts as auxiliary tasks for 3D-QA on ScanQA
[2] validation set in Tab. 6. The listed methods are eval-
uated without any visual interactions for fair comparison.
Results show that the additional textual instructions and vi-
sual prompts improve the task diversity and further improve
the performance on 3D Question Answering.

Performance as a Generalist. To examine whether our
method could distinguish different tasks given the textual
instructions and visual prompts introduced in Sec. 4.1, we
evaluate our model on different tasks with the same set of
weights in Tab. 5 with several baseline methods. The first
three rows list the performance our proposed models trained
on each dataset from scratch as generalists. The follow-
ing three rows list the performance of the model fine-tuned
on each dataset. The last row lists the performance of our
model as a generalist. Results show that our model could
distinguish 3D-DC and 3D-QA given the textual instruc-
tions and visual prompts, providing strong results (62.98%
C@0.5 on ScanRefer, 75.67% CiDEr on ScanQA). How-
ever, the generalist model achieves poor results on Nr3D
[1], which is because we did not try to differentiate between
Nr3D and ScanRefer during training as these two datasets
are used for the same task in the first place. There is also
an interesting observation that although we did not differen-
tiate between the two datasets for 3D-DC, and the training

sample sizes of the two models were similar, the model still
tend to achieve high scores on ScanRefer (62.98% C@0.5).
We are also excited to see that the weights of the generalist
model could serve as a strong initialization of weights for
fine-tuning. For example, the fine-tuned model on ScanRe-
fer could achieve 65.19% C@0.5, which is +2.35% higher
than the model trained from scratch.

Importance of Textual Instructions. We further conduct
study to see whether the instructions are necessary in 3D
Dense Captioning in Tab. 7. The first row is our baseline
method that directly generates the captions based on visual
prompts without any textual instructions, and the second
row is our method that is trained with textual instructions in-
troduced in Sec. 4.1. Both methods are trained from scratch
for fair comparison. We notice that since the LLM is frozen,
certain textual instructions are beneficial to generating re-
sults in specific domains/tasks.

Table 7. Effectiveness of Instructions on 3D Dense Captioning.
We perform experiments on ScanRefer[6]. The baseline method
directly generates the captions given the input 3D scene and visual
prompts without any textual instructions.

Instructions C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑
- 60.20 34.79 25.40 54.03
✓ 62.84 35.81 25.81 54.45

Clicks for Better Question Answering. One major chal-
lenge of answering questions in complex 3D environments
is the vague identification of objects with plain texts. There-
fore, we try to click on some of the related objects along
with the textual instructions during evaluation, and see how
it could affect the generated answers on the ScanQA vali-
dation set in Tab. 8. Results show that this technique would
remove the ambiguities, and further improve the quality of
the answers (+6.12% C). This illustrates the importance of
visual interaction in complex 3D environments.
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2 chairs

How many chairs are behind 
the long table?

3 chairs are behind long 
table

How many chairs are behind 
the long table? [Clicks]CLICK

This is a brown armchair. It is 
to the right of the couch.

Describe this object in the 
3D scene.

SpaCap3D: This is a chair with no arms. 
It is next to a desk.

Vote2Cap-DETR: This is a brown armchair. 
It is to the right of the table.

Ground Truth: The armchair is facing the 
desk. The armchair is located to the right 
of the couch, in the middle of the room.

3D Dense Captioning

3D Question Answering

+ Visual Prompts

3D Embodied Planning

1. pick up any trash off the floor. 2. 
Open the kitchen shelf. 3. Clean the 
kitchen sink with a cleaning solution. 
4. Clean the kitchen sink with a paper 
towel.

I want to clean the kitchen. What 
should I do?

3D Scene Description

This room is a kitchen with a stove, stovetop, cabinets, refrigerator, 
oven, cooler, recycling bins, microwave, water heater, soap dish, trash can, 
a sink, and a refrigerator. There are multiple walls scattered in the room, 
creating a separate space for dining and cooking. The door leads to the 
kitchen. Another door and several windows hang around the area, providing a 
large view of the floor. As well as additional doors, walls, windows, 
doorstopper caps, kitchen items, sink and fridge, the food preparation and 
storage areas are visible.

Describe this 3D scene.

Clean the refrigerator and cabinets

I want to clean the kitchen. I have done 
these things: 1. Turn on the lamp on the 
table. 2. Open the kitchen cabinet and 
take out cleaning supplies. 3. Clean the 
countertops with a cloth. 4. Clean the 
stove and microwave. What should I do 
next?

Figure 4. Qualitative Results. We provide several visualization results on various 3D vision and language tasks in diverse 3D environments
(living room, classroom, kitchen, and bedroom). Red highlights the wrong answer.

Table 8. Test Time Visual Interactions for Question Answering
on ScanQA[2]. The model achieves better performance on the
question answering when we add visual prompts to some of the
related objects along with the text instructions during evaluation.

Visual Prompts CiDEr↑ BLEU-4↑ METEOR↑ Rouge-L↑
- 76.79 13.53 15.88 37.31
✓ 82.91 11.80 16.74 39.97

5.4. Qualitative Results

We present several visualization results on different tasks in
Fig. 4 to show our model’s capacities in understanding, rea-

soning, and planning in different 3D environments. To pre-
vent repetition when generating long sequences, we com-
bine the top-k [21] and top-p [24] sampling strategy with
k = 50 and p = 0.95.

6. Conclusions

In this paper, we present LL3DA, a large language 3D as-
sistant that could take both textual- and visual- interactions
from human for understanding, reasoning, and planning in
complex 3D environments. Our model directly encodes 3D
point cloud for scene representations, and aggregates infor-
mation from scenes and human interactions with the atten-
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tion mechanism. The visual interactions could remove the
ambiguities in cluttered 3D environments, showing mighty
instruction-following capacities. Experimental results show
that our method could achieve remarkable results on vari-
ous 3D vision-language benchmarks. We hope that our ap-
proach could inspire further designs and training strategies
for large 3D language models. In future studies, we an-
ticipate that the availability of high-quality and diverse 3D
vision and language annotations will enhance the model’s
reasoning and planning capabilities.
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Supplementary Material

The supplementary material consists of more visualization results (Sec. A), quantitative evaluations on scene descriptions,
embodied dialogue, and embodied planning (Sec. B), additional studies on 3D coordinates generated by LL3DA (Sec. C),
data statistics as well as training samples (Sec. D), additional implementation details (Sec. E).
Codes and Pre-trained weights will be fully released. We provide example code files along with this file, including the
training and evaluation process for different tasks.
Video. We also provide video clips for more illustrative demonstrations.

A. More Visualizations
We present additional visualization results on Scene Descriptions (Fig. 5), 3D Dense Captioning, 3D Question Answering,
Embodied Dialogue (Fig. 6), and Embodied Planning (Fig. 7).

The room is a cozy space that accommodates various activities 
and features. Throughout the room, there is a door and other 
objects, providing convenient entrances and exits. Various 
objects are present, including a laptop, a microwave, a lamp, a 
coffee mug, a trash can, and a coffee maker. Some of the objects 
are located on shelves or on windowsills, adding to the room’s 
decoration. The room’s walls are well-laid out, creating a 
bright and organized setting. Several objects are scattered 
throughout, creating a sense of excitement or adventure. A tv 
hangs from a wall, providing entertainment and a view. A coffee 
maker is placed at a table, providing a convenient and 
convenient beverage option. Another type of structure is a wall. 
A wall is a common feature in some arrangements of homes, 
businesses, or institutions. 

Television

The room is spacious with walls surrounding its entire 
boundaries. There are a couple of armchairs scattered 
within the room, with two in different areas. There are 
four chairs in the room, along with two tables and two 
shelves. There are two chairs in different areas, with 
two near each other. Additionally, there is a doorframe, 
a door, and a coffee table in the room. Further, there 
is another chair, a table, and a cabinet. There are 
several books scattered around the room, including a 
book, a cup, a magazine, a magazine box, and a paper 
towel. There are also three bags in the room with one 
being a tabletop. 

Chair 1

Chair 2

Chair 3

Chair 4

Table 2

Laptop

Table 1

Describe this scene.

Describe this scene.

Figure 5. Qualitative Results on Scene Descriptions. We highlight some of the phrases in the generated scene descriptions mentioning
the instances in the 3D environment.
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This is a brown armchair. It is to 
the right of another brown armchair.

Describe this object in the 3D 
scene.

Vote2Cap-DETR: The chair is to the left of 
the table. It is to the right of the chair.

SpaCap3D: This is a brown leather chair. It 
is next to a bookshelf.

Ground Truth: This is a brown armchair. It 
is back-to-back with another armchair and is 
facing a table.

This is a brown bookshelf. It is to 
the right of the door.

Describe this object in the 3D 
scene.

Vote2Cap-DETR: This is a clear plastic bag. 
It is to the left of the door.

SpaCap3D: The bookshelf is to the left of 
the door. It is to the left of the door.

Ground Truth: On the right you can see the 
edge of a tall bookcase. It appears to be 
open-backed like a library shelf.

This is a white sink. It is to the 
left of the chair.

Describe this object in the 3D 
scene.

Vote2Cap-DETR: This is a white sink. It is 
to the right of the room.

SpaCap3D: This is a black music stand. It 
is to the left of a table.

Ground Truth: There is a water fountain on 
the wall. It is to the left of the other 
water fountain.

black

What color is the chair on the 
right of the chalk board?

brown

What color is the chair on the 
right of the chalk board?
[Click]

+ Visual Prompts

CLICK

chair

What is in the corner by the 
whiteboard?

office chair and table

What is in the corner by the 
whiteboard? [Click]

+ Visual Prompts

CLICK

CLICK

Yes, it seems like it. I see the walls are very 
well placed. They keep the room tidy and separated.

Wow, this room has quite a few objects! I see some 
walls, desks, chairs, and even a blackboard.

That's quite a lot of seating options. I also noticed a 
few desks, one of which is placed near the blackboard.

Yes, I see that too. There are a total of eight 
chairs and twenty-three seats.

Definitely. This room must be versatile. It's 
perfect for both students and professors.

Absolutely. It looks like the chairs are placed around 
the desks and the seats are scattered throughout the room.

Yes, it does. I see a desk 
in the center of the room.

Wow, this room seems quite 
organized. What do you 
notice about it?

Yes, they are located at different spots. One of 
them is located on the right side of the room, and 
the other one is closer to the window.

Oh, I see. And there are two doors in this room. 
One of them is close to the window, and the 
other one is on the opposite side of the room.

Yep, this room is quite open and flexible. It makes 
for a more flexible and comfortable work space.

Yes, it definitely gives the room a better flow. I also 
see some walls outlining the perimeter of the room. They 
seem to be evenly distributed.

Figure 6. More Qualitative Results on 3D Dense Captioning (upper), 3D Question Answering (middle), and Embodied Dialogue
(lower). Red highlights the wrong answer.
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1. place the cabinet on the floor 
2. place the table at one end of the room 
3. arrange the chairs around the table 
4. hang the picture on the wall to the left of the table
5. hang the other picture on the other wall to the right 

of the table 
6. hang the fourth picture on the same wall to the other 

side of the table 
7. hang the 5th picture on the floor to the right 
8. ensure the room is comfortable and clean

I want to decorate the living room. What should I do?

place the end table in the corner

I want to decorate the living room. I have done these things: 
1. place the couch against the wall
2. position the coffee table in front of the couch. 

What should I do next?

1. arrange work chairs around a table 
2. place a monitor on the table 
3. place a keyboard and mouse near the monitor
4. put the file cabinet next to the table
5. connect the monitor to the computer via the cable
6. place a recycling bin near the table
7. adjust the table until it is comfortable for the user
8. arrange the objects on the table such as files or cups
9. organize the office tools and equipment in the cabinet 

on the table

I want to organize workspace. What should I do?

position the monitor on the desk

I want to organize workspace. I have done these things: 
1. sit on the chair at the desk 
2. place the laptop on the desk
3. arrange the backpack next to the chair. 

What should I do next?

1. close the bathroom door
2. turn on the shower
3. open the shower curtain
4. adjust the temperature
5. wash body with soap
6. turn off the shower
7. dry body with towel
8. close the shower curtain

I want to take a shower. What should I do?

turn on the water

I want to take a shower. I have done these things: 
1. enter the bathroom through the door
2. close the door behind you 
3. go to the bathtub
4. draw the shower curtain. 

what should I do next?": 

1. go to the desk 
2. sit at the desk 
3. place the monitor on the desk 
4. set up the mouse and keyboard
5. position the telephone next to the desk 
6. connect the laptop to the computer 
7. connect the power cable to the laptop 
8. place the office chair near the desk 
9. put the backpack on the desk 
10.organize the desk area with files and folders"

I want to set up a workstation. What should I do?"

place the chair near the coffee table for seating.

I want to set up a workstation. I have done these things: 
1. place the coffee table in the desired location on the 

floor.
2. position the keyboard piano on top of the coffee table

What should I do next?

Figure 7. Qualitative Results on Embodied Planning. The planning results generated by LL3DA are consistent with common sense
knowledge. Additionally, LL3DA could not only make plans directly, but also generate feedbacks based on the things have been done.
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B. More Evaluations
Since 3D-LLM [26] has not yet released the validation set they used for evaluation, we make our own split to quantify our
method’s performance on: 1) scene descriptions, 2) embodied dialogue, and 3) embodied planning.
Data Splits. In practice, we set the scenes with ids less than 600 as the training set, and the rest as the validation set. The
data statistics of our split are listed in Tab. 9. It is worth mentioning that:
• The multi-turn embodied dialogues are further decomposed into 8,490 and 1,222 lines of data samples following the

procedure in Fig. 8 for training and validation.
• The embodied planning data is also decomposed into 16,972 and 2,282 lines of data samples for training and validation

following the procedure in Fig. 9.
As mentioned in Sec. 4.1 in the main paper, we distinguishes the source of texts with the “### human:” and “### assistant:”
identifier.
Metrics. Similar to the main paper, we evaluate the generated natural language responses under the CiDEr [50], BLEU [42],
METEOR [3], and Rouge-L [33] metrics in Tab. 10.

Input: "### human: Can you hand me the remote? ### assistant:",

Output: "Sure! Where is it?"
Sure! Where is it?

Can you hand me the remote? 

Alright. I have retrieved the remote 
from the ledge. Here you go. Is there 
anything else you need?

It's on the ledge in the bathroom. 

Training Sample 1

Training Sample 2

Input: "### human: Can you hand me the remote? ### assistant: Sure! 

Where is it? ### human: It's on the ledge in the bathroom. ### assistant:",

Output: "Alright. I have retrieved the remote from the ledge. Here you 
go. Is there anything else you need?"

Multi-Turn

Dialogue

Decomposition

Figure 8. The Multi-Turn Dialogue Decomposition Pipeline. For one sample of a n-turn dialogue data (n ≥ 1), we decompose it into n
lines of training samples, and distinguish the source of data with the “### human:” and “### assistant:” identifier.

Input: "### human: I want to organize the office supplies. I have done 

these things: 
1. xxxx 
… 
𝑘. xxxx. 
what should I do next? ### assistant:",

Output: {the 𝑘 + 1 -th issue}

take out the boxes

I want to organize the office supplies. I 
have done these things: 
1. xxxx
… 
𝑛. xxxx. 
what should I do next?

Training Sample 𝑘 (𝑘 = 1⋯𝑛)

Training Sample 𝑛 + 1

Input: "### human: I want to organize the office supplies. What should 

I do? ### assistant:",

Output: "1. xxxx
… 
𝑛. xxxx
𝑛 + 1. Take out the boxes."

Embodied

Planning

Decomposition

Figure 9. The Embodied Planning Decomposition Pipeline. For one sample with given n-tasks (n ≥ 1), we decompose it into (n+ 1)
lines of training and validation samples.

Table 9. Details about the Training-Validation Split of the ScanNet Part of 3D-LLM [26]. We list the number of natural language
annotations (“# annotations”) and number of scenes (“# scenes”) in each split for each task.

Split Scene Description Embodied Planning Embodied Dialogue
# annotations # scenes # annotations # scenes # annotations # scenes

Train 912 456 1,636 449 2,592 456
Validation 121 61 228 61 363 61

Total 1,033 517 1,864 510 2,955 517
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Table 10. Quantitative Comparisons on Scene Description, Embodied Dialogue and Embodied Planning. We evaluate our method
with different sampling strategies on the ScanNet part of 3D-LLM [26]. We manually set the scenes with ids less than 600 as the training
set, and the rest as the validation set. To prevent repetition, we adopt the n-gram repetition penalty so that no n-gram appears twice (n = 4).

Task Method BLEU-1↑ BLEU-2↑ BLEU-3↑ BLEU-4↑ CiDEr↑ METEOR↑ Rouge-L↑

Scene
Description

Zero-Shot:
OPT-1.3B [58] 15.79 6.10 2.07 0.84 0.00 8.40 11.70
OPT-2.7B [58] 19.97 7.59 2.14 0.00 0.11 6.60 12.32
OPT-6.7B [58] 24.40 9.79 3.62 1.13 0.06 8.99 16.96

LLAMA-7B [49] 19.26 7.69 2.79 0.92 0.20 7.00 12.31
Ours:

top-k & top-p 43.02 26.70 15.97 8.97 0.96 14.65 24.84
greedy decoding 29.15 20.51 13.99 9.38 1.44 12.83 24.62

beam search 29.94 21.56 14.93 10.02 1.32 12.31 27.08

Embodied
Dialogue

Zero-Shot:
OPT-1.3B [58] 2.44 1.05 0.46 0.23 0.31 5.62 4.83
OPT-2.7B [58] 3.88 1.56 0.73 0.39 0.38 7.38 6.28
OPT-6.7B [58] 3.59 1.65 0.81 0.43 0.25 6.88 6.16

LLAMA-7B [49] 4.08 1.80 0.90 0.50 0.27 7.81 6.68
Ours:

top-k & top-p 41.38 32.59 27.47 23.95 190.01 23.50 40.61
greedy decoding 48.08 39.59 34.37 30.70 251.78 27.01 47.57

beam search 48.14 39.83 34.83 31.32 260.07 27.21 47.69

Embodied
Planning

Zero-Shot:
OPT-1.3B [58] 1.26 0.59 0.26 0.13 0.16 0.24 3.56
OPT-2.7B [58] 2.02 0.99 0.49 0.26 0.10 3.59 4.35
OPT-6.7B [58] 2.03 1.06 0.53 0.28 0.00 3.65 3.94

LLAMA-7B [49] 2.24 1.13 0.55 0.29 0.04 3.53 4.71
Ours:

top-k & top-p 40.72 27.18 18.64 12.95 128.80 17.05 39.25
greedy decoding 38.81 27.58 20.10 14.66 186.13 19.60 45.34

beam search 45.07 33.04 24.96 19.15 196.78 19.87 45.58

Quantitative Comparisons. As shown in Tab. 10, we perform zero-shot evaluation on the frozen LLMs [49, 58] with the
top-k and top-p sampling strategy as the baseline, and evaluate our method with different sampling strategies. Among all
the listed results, we adopt the n-gram penalty that restricts no n-gram appears twice with n = 4. We also set k = 50 and
p = 0.95 for top-k and top-p sampling, and a beam size = 4 for beam search. From the table, one could see that our method
could generate high-quality responses, and out-performs language-only LLMs.
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C. Additional Studies: Generating 3D Bounding Boxes with LLM

Quantitative Evaluation on 3D Open-Vocabulary Detection with LLM-Generated Boxes. We treat 3D Open-Vocabulary
Detection as the 3D Dense Captioning problem, and simulate the click prompts using the spatial location of vote queries
[9]. The textual instruction is set as “### human: what is this object? ### assistant:”. To obtain localization results, we
reconstruct 3D bounding boxes from the “<obj>cx, cy , cz , w, h, l</obj>” in the generated texts, and also decode the
object category prediction from the texts. In Tab. 13, we present performances under the ScanNet vocabulary [15], and the
ScanNet200 vocabulary [46]. Per-class mAP results on ScanNet could be found in Tab. 12. Results show that LL3DA could
produce high-quality bounding boxes comparable to 3D detectors under the threshold IoU=0.5.

Table 11. Quantitative Comparisons on Open-Vocabulary Detection with LL3DA. We treat 3D Detection as the 3D Dense Captioning
problem. We simulate the click prompt with the vote queries [9], and decode the “<obj>cx, cy , cz , w, h, l</obj>” and category names
from the generated texts. Results show that our method is able to produce comparable to the 3D detector specialist when IoU=0.5.

Method
ScanNet Vocabulary ScanNet200 Vocabulary

IoU=0.25 IoU=0.5 IoU=0.25 IoU=0.5
mAP↑ AR↑ mAP↑ AR↑ mAP↑ AR↑ mAP↑ AR↑

VoteNet [45] 57.17 81.18 31.50 50.08 - - - -
Ours 48.94 65.15 32.48 49.46 7.40 12.10 5.20 9.04

Table 12. Per-class AP under IoU threshold of 0.25 and 0.5 on ScanNet validation set.

IoU bathtub bed bookshelf cabinet chair counter curtain desk door others picture refrigerator shower curtain sink sofa table toilet window
0.25 83.33 62.16 10.63 43.13 80.83 55.63 40.20 42.75 37.17 27.03 17.11 24.96 62.92 56.72 64.30 52.80 87.73 31.46
0.50 68.33 53.24 6.50 19.81 72.15 23.21 23.55 25.81 18.32 13.54 6.13 18.00 35.42 18.02 51.02 45.72 76.93 8.98

Quantitative Evaluation on 3D Dense Captioning with LLM-Generated Boxes. We evaluate the quality of the 3D bound-
ing boxes generated by LL3DA on 3D Dense Captioning. Following existing works [11], we evaluate with the m@kIoU
metric, where m could be one of CiDEr, BLEU-4, METEOR, Rouge-L:

m@kIoU
(
b3Dpred, cpred

)
=

1

N

N∑
i=1

m (cpred, cgt) · I
{

IoU
(
b3Dpred, b

3D
gt

)
≥ k

}
. (7)

Here, N is the total size of annotated instances, cpred and cgt are the predicted caption and the ground truth human annotations
for this instance, b3Dpred and b3Dgt are the predicted 3D bounding box and the ground truth 3D box annotation, and I {condition}
is the identification function that equals 1 if the condition meets, and 0 otherwise.

Our baseline method is listed in Row 1 (Tab. 13). The baseline method is also the LL3DA model, but it only gen-
erates instance captions in response to the box prompts generated by the 3D detector [9] and the textual instruction
“### human: describe this object in the given 3D scene. ### assistant:”. The results listed in the second row of Tab. 13 come
from reconstructing 3D bounding boxes from decoding the “<obj>cx, cy , cz , w, h, l</obj>” in the generated texts. We use
“### human: given the 3D scene, localize and describe this object. ### assistant:” as the textual instruction. Though there
is still gap between the bounding boxes generated by LL3DA and 3D localizer specialists, LL3DA could generate reasonable
bounding box estimations. One can also refer to Fig. 10 for more visualization details.

Table 13. 3D Dense Captioning Performance with 3D Bounding Boxes Generated by LL3DA. Though there is still gap between
LL3DA and 3D specialists for object localization, LL3DA could generate reasonable bounding box estimations.

Test Time
Localization

IoU = 0.25 IoU = 0.5
C@0.25↑ B-4@0.25↑ M@0.25↑ R@0.25↑ C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑

3D Detector [9] 74.17 41.41 27.76 59.53 65.19 36.79 25.97 55.06
LL3DA 62.90 35.14 26.70 55.62 51.12 29.27 24.18 49.51

Qualitative Results of LL3DA’s Box Predictions. We adopt the spatial location of vote queries to simulate the user click
(256 queries per scene), and ask the model to generate 3D bounding boxes in forms of “<obj>cx, cy , cz , w, h, l</obj>” as
introduced in the main paper. Then, we reconstruct the 3D bounding boxes, and visualize them in in Fig. 10. The visualization
results show that LL3DA could produce tight bounding boxes close to the objects in diverse and complex 3D environments.

17



Input 3D Scene VoteNet LL3DA Ground Truth Annotation

Figure 10. Visualization of the Bounding Boxes. We simulate the user click with the spatial position of vote queries proposed in
Vote2Cap-DETR [9]. The bounding boxes from LL3DA are reconstructed via decoding the “<obj>cx, cy , cz , w, h, l</obj>” from the
generated texts. The reconstructed bounding boxes are tight to the objects in the 3D scene.
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D. Data and Instructions
In this section, we provide statistic details on the 3D vision and language datasets we train the model (Sec. D.1) as well as
the several textual instruction samples for different tasks (Sec. D.2).

D.1. Data Statistics

Our method is trained on the following datasets:
ScanNet [15] is a 3D indoor dataset covering diverse 3D environments, including apartments, living rooms, kitchens, bed-
rooms, and so on. ScanNet splits the dataset into 1201, 312, and 100 scenes for training, validation, and testing, repectively.
ScanRefer [6] is a 3D vision-language dataset, which contains 36,665 free-form natural language descriptions on 7,875 ob-
jects from 562 scenes for training, and 9,508 descriptions on 2,068 objects from 141 scenes from ScanNet [15] for evaluation.
Nr3D [1] is a 3D vision-language dataset with 32,919 free-form natural language descriptions on 4,664 objects from 511
scenes for training, and 8,584 descriptions on 1,214 objects from 130 scenes from ScanNet [15] for evaluation.
ScanQA [2] is a 3D vision-language dataset. The training set of ScanQA consists of 25,563 question-answer pairs on 562
scenes from ScanNet training set. ScanQA further splits 141 unique 3D scenes from ScanNet validation set into two sets:
• The validation set contains 4,675 question-answer pairs on 71 out of 141 validation scenes.
• The “test w/ object” set (“test set with ScanNet object annotations”) contains 4,976 questions on the rest 70 scenes.
Additionally, ScanQA annotates 6,149 questions on 97 scenes on the ScanNet test set as the “test w/o object” set (“test set
without ScanNet object annotations”).
3D-LLM [26]. The ScanNet subset of 3D-LLM covers 1) 1,033 descriptions on 517 scenes, 2) 1,864 lines of embodied task
planning on 510 scenes, and 3) 2,955 lines of multi-turn embodied dialogues on 517 scenes. All of the annotated scenes
come from the training set of ScanNet. The evaluation details could be found in Sec. B.

D.2. Training Samples

We list a couple of the training samples for different tasks in Tab. 14. The special tokens “[Caption]”, “[Question]”, “[An-
swer]”, “[Box]”, and “[Response]” will be replaced with the language annotations and 3D coordinates.

Table 14. Data Samples Used to Train LL3DA. We list a couple of data samples used to train LL3DA for each task.

Task Name Text Instructions Visual Interactions Expected Output

3D Dense Captioning
“### human: describe this object in the given 3D scene. ### assistant: [Click] or [Box] [Caption]
“### human: given the 3D scene, localize and describe this object. ###
assistant:”

[Click] or [Box] the object is localized at [Box],
[Caption]

3D Question Answering

“### human: given the 3D scene, answer the question: “[Question]”
### assistant:”

Optional [Clicks] [Answer].

“### human: answer the question: ”[Question]” with the related object
locations in the input 3D scene. ### assistant:”

Optional [Clicks] the related objects are localized at
[Box]. the answer is: [Answer].

Scene Description “### human: describe this 3D scene ### assistant:” - [Caption]

Embodied Planning

“### human: I want to prepare and cook a meal in the kitchen. I have
done these things: 1. go to the refrigerator. What should I do next? ###
assistant:”

- open the refrigerator

“### human: I want to set up a home office workspace. What should I
do? ### assistant:”

-
1. place a desk against the wall
2. position a chair at the desk...

Embodied Dialogue “### human: ... ### assistant:” - [Response]
“### human: ... ### assistant: ... ### human: ... ### assistant:” - [Response]
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E. Additional Implementation Details

Scene Encoder. As introduced in the main paper, we adopt the pre-trained masked transformer encoder [39] as the scene
encoder. The masked transformer encoder first tokenizes the input point cloud PC into 2,048 points tokens uniformly
scattered in the 3D scene with a set-abstraction layer [44]. Following that are three cascaded transformer encoder blocks
with masking radius of 0.16, 0.64, 1.44, respectively. There is another set-abstraction layer between the first two transformer
blocks, which further down-samples the encoded tokens into 1,024 point tokens. The output feature of the scene encoder is
fenc = R1,024×256, representing a 256 dimensioned feature for each of the 1,024 point tokens.
Multi-Modal Transformer. The feature dimension of the Multi-Model Transformer is 768. We use up to 12 heads for
each attention layer, and a total of six transformer layers in practice. As mentioned in the main paper, we choose to load
the pre-trained word embeddings and positional embeddings from BERT [18]. The total vocabulary size is 30,522, and the
number of position embeddings is 512.
Trainable Parameters. The total number of trainable parameters is about 111M, which is less than 10% of the parameters
in the frozen LLM backbone (OPT-1.3B).
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